
Estimation and hypothesis 
testing under information 

constraints

CSCIT 2021 - Lecture 2

Clément Canonne (University of 
Sydney)



Last lecture: recap

1. What are learning and testing?

2. Baseline: the "centralised" setting

3. Beyond the centralised setting: 3 flavours

• Private-coin protocols

• Public-coin protocols

• Interactive protocols

4. What are information constraints?

• Two guiding examples: communication and privacy



Contents of this lecture

1. Learning and testing discrete distributions: upper bounds

• Learning, under communication or local privacy (LDP) constraints

• Testing, under communication or LDP constraints

2. Lower bounds

• A general bound for learning and testing

• Application to communication and LDP
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• 📝 Inference under Information Constraints I: Lower Bounds from Chi-Square Contraction. Jayadev 
Acharya, Clément L. Canonne, and Himanshu Tyagi (IEEE Trans. Inf. Theory, 2020). arXiv:1812.11476

• 📝 Interactive Inference under Information Constraints. Jayadev Acharya, Clément L. Canonne, 
Yuhan Liu, Ziteng Sun, and Himanshu Tyagi (ISIT, 2021). arXiv:2007.10976

https://arxiv.org/abs/1812.11476
https://arxiv.org/abs/2007.10976










Recap: this lecture

1. Learning and testing discrete distributions: upper bounds ✅

• Learning, under communication or local privacy (LDP) constraints ✅

• Testing, under communication or LDP constraints ✅

2. Lower bounds

• A general bound for learning and testing ✅

• Application to communication and LDP ✅



Next lecture:

Learning high-dimensional distributions under 

those information constraints


