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Last lecture: recap

1. Learning and testing discrete distributions: upper bounds

• Learning, under communication or local privacy (LDP) constraints

• Testing, under communication or LDP constraints

2. Lower bounds

• A general bound for learning and testing

• Application to communication and LDP



Contents of this lecture

1. Estimation for high-dimensional distributions: upper bounds

• Mean estimation under communication or local privacy (LDP) constraints

2. Lower bounds

• A general bound for estimation (in the interactive setting)

• Application to communication and LDP



Caveat: the Roads not Taken

• These 3 lectures cover specifically work from arXiv:1812.11476, 
arXiv:2007.10976, and arXiv:2010.06562

• There are others! See references at the end

• Only covers "local" constraints — e.g., not central differential privacy. 
See, for instance, arXiv:2005.00010

https://arxiv.org/abs/1812.11476
https://arxiv.org/abs/2007.10976
https://arxiv.org/abs/2010.06562
https://arxiv.org/abs/2005.00010


Recall: What are learning and testing?



Recap: what are we learning?



Recap: the "centralised" setting
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Now, under constraints?
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How to prove the lower bound?
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Now, under constraints?



Further reading

📝Bibliography available here

https://bibbase.org/show?bib=https%3A%2F%2Fccanonne.github.io%2Ftutorials%2Fcolt2021%2Fbibliography.bib&fullnames=1&theme=default


Recap: this lecture

1. Estimation for high-dimensional distributions: upper bounds ✅

• Mean estimation under communication or local privacy (LDP) constraints ✅

2. Lower bounds ✅

• A general bound for estimation (in the interactive setting) ✅

• Application to communication and LDP ✅



arXiv:2010.06562

https://arxiv.org/abs/2010.06562

